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Abstract

Let G be a graph of order » and & any positive integer with & < n.
It has been shown by Brandt et al. that if |G| = n > 4k and if the
degree sum of any pair of nonadjacent vertices is at least n, then G
can be partitioned into k cycles. We prove that if the degree sum of
any pair of nonadjacent vertices is at least n — k + 1, then G can be
partitioned into k subgraphs H;, 1 <i <k, where H; is a cycle or K3
or Ko, except G =Cjs and k& = 2.
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1 Introduction

In this paper, we only consider finite undirected graphs without loops and
multiple edges. For a vertex z of a graph G, the neighborhood of z in G is
denoted by Ng(z), and dg(z) = |Ng(z)| is the degree of z in G. With a slight
abuse of notation, for a subgraph H of G and a vertex z € V(G) = V(H), we
also denote Ny(z) = Na(z) NV (H) and dy(z) = |Ng(z)|. For a subset S of
V(G), the subgraph induced by S is denoted by (S), and G—3 = (V(G)—-S).
For a graph G, |V(G)! is the order of G, §(G) is the minimum degree of G,
and

02(G) = min{dg(z) + de(y) |2,y € V(G), 2 # y, 2y ¢ B(Q)}

is the minimum degree sum of nonadjacent vertices. (When G is a complete
graph, we define 03(G) = o0.)

In this paper, “disjoint” means “vertex-disjoint,” since we only deal with
partitions of the vertex set.

Suppose Hy, - - -, Hy, are disjoint subgraphs of G such that V(G) = UL, V(H,)
and H; is a cycle for all 4, 1 < ¢ < k. Then the union of these H; is a 2-factor
of G with k components. A sufficient condition for the existence of a 2-factor
with a specified number of components was given by Brandt et al. [1].

Theorem 1 Suppose |G| = n > 4k and 03(G) > n. Then G can be parti-
 tioned into k cycles, that is, G contains k disjoint cycles Hy, - - -, Hy, satisfying
V(G) = UL, V(H)).

In fact the first author pointed out in [4] that Theorem 1 holds for n >
4k — 1 (and this is sharp).

In this paper, we show that weaker conditions than Theorem 1 are suffin-
cient if we regard K; and K, as degenerated cycles.

Theorem 2 Let G be a graph of order n and k any positive integer with

k<n. Ifoos(G)2n—Fk+1, then G can be partitioned into k subgraphs H;,
1 <4 <k, where H; is a cycle or Ky or K, except G = C5 and k = 2.

Proof: We first have



Claim 1: If G has n — k independent edges or & = 1, then there is a desired
partition. '

Proof: If G has n — k independent edges, by using these edges and the
remained individual vertices of G we have a desired partition. If ¥ = 1, by
Ore ’s theorem, either G has a hamiltonian cycle or G = K; or G = Kj.
Hence we also have a desired partition. 0

By Claim 1, we assume & > 2. On the other hand, we can assume 1 > k
since, for n = k, the trivial partition of V(G) is convenient. When n = k+1,
the result is obvious as soon as G has at least one edge, which is the case
since o3(G) > 2. Suppose n = k + 2. Then 0,(G) > 3 and hence there
is some vertex w having two distinct neighbors 4 and v. If wv € E(G), G
is partitioned into a triangle and n — 3 = k — 1 Ky's. If uwv ¢ E(G), one
of u and v, say u, has a neighbor wy; € G — {w,v,u}. Then wv and ww,
are independent edges. Hence we may suppose that n > k + 3. Note that
n 2 3, since k > 2. In the rest of the proof, we use induction on n. That
18, we assume that the conclusion is true for all graphs with at most n — 1
vertices. We assume that the graph G of order 7 satisfies the hypothesis of
the theorem and has no required partition.

Since g3(G) > n — k+ 1 > 4, G contains a cycle.
Claim 2: There exists a cycle with length at most n — k - 1.

Proof: Suppose to the contrary that there is no such cycle in G. Let C
be a shortest cycle. Then |C| > n —k + 2 > 5 and C has no chord. If
n—k+1 =4, then n = £+ 3. Since G has no three independent edges,
|[C| = 5. If n = 5, this is the exceptional case. Suppose n > 6. Then there
exists some vertex w € V(G — (). Take any vertex v € V(C). If dg(v) > 3,
G contains three independent edges. If dg(v) = 2, v and w are nonadjacent,
and de(w) + de(v) 2 02(G) > 4. So, dg(w) > 0, and again G contains three
independent edges.

It follows that n — &+ 1 > 5 and there are at least |C| — 2 vertices in C
that has degree at least 3 and hence has some adjacency in G — C. By the
minimality of C', any two vertices do not have a common neighbor in G — C.
So there are distinct vertices uy, ug, ..., yjg|—2 in G — C adjacent to distinct
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V15 V2, -, Ycl—2 I O respectively (i.e. ww; € E(G), 1 <14 < |C|—2). This
means that there are |C'| — 2 independent edges. Since |C| — 2 > n — k, the
claim follows by Claim 1. U

Choose a cycle C' = C1C2...cpCy verifying the following conditions:
(1) p<n—k+1,and
(2) subject to (1), C is as long as possible.

We put the induced subgraph Ry = G — C. Then |Ry|=n—-p >k — 1.
If |Ry| = k — 1, the cycle C and the k — 1 vertices of Ry give a partition of
G. The required partition when [R;] = k and R, contains at least one edge
is given by an edge of Ry, the ¥ — 2 remaining vertices of R; and C. When
|Ri| = k and R; is independent, by the maximality of C' any vertex in R,
has no consecutive neighbors in C' and hence any pair of vertices in B; have
degree sum at most p. But p > 02(G) > n ~ & +1 implies that [Ry| < k — 1.
S0 without loss of generality we assume |Ry| > %k +1. Then p<n—k — 1.

By the maximality of C, it is clear that every vertex w in B; does not have
two consecutive neighbors in €' and hence |[Ng(w)| < &, If oo(Ry) > | Ry —
(k — 1) + 1, then by the induction hypothesis, either B, can be partitioned
into £ — 1 subgraphs isomorphic to a cycle or K or K, or B} = Cs and
k —1=2. In the former case, we have a required partition together with C'.
In the latter case, let By = wyw,...wsw;. If there is some vertex ¢ € CNN (w1)
then to avoid a required % partition, ws is not adjacent to the successor and -
the second successor of ¢ in C. Since w; has no consecutive neighbors in C,
we deduce |C| > 2do(w;) + do(ws) and similarly |C] > 2de(ws) + de(w:).
Son —2 < d(ur)+d(ws) <44 2(C| =4+ 2(n—5) and thus n < 8. This
gives that C' is a triangle. We get a contradiction to (2). So we may assume
that op(R;) < |Ri| — (k — 1) 4+ 1. Therefore there is a pair of nonadjacent
vertices uj and uq in R; such that

dp,(u1) +dg, (u2) < [Raf —k+1=n—p—k+1
and hence

do(w) +de(ug) > 02(G)— (n—p—k+1) > p.
Since a vertex of R; has at most p/2 neighbors in C,

dc(v) = do(ug) = 2 and dgp, (1) +dr,(uz) =n—p—k +1.
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Assume that N{ui)NC = {e, ¢5,¢5, -, €p_1 }. Let H={w € Ry | N(w)N
C ={c1,63,¢5, ..., ¢p1}} and Ry = By — H.

Claim 3: If a vertex z in R, has at least one neighbor in HU{cy, c4,Cg, ..., Cp
then |N(z) N (HUC)| = 1.

Proof: If the claim is false (i.e. [N{(z)N(HUC)| > 2), it is easy to get a
cycle of length |C|+1 or |C|+2 which is impossible because of the maximality
hypothesis of C and |R3| > k& + 1. O

This implies that uy € H.
Claim 4: H U {cy, ¢4, Cs, ..., Cp } i independent. |

Proof: If there is an edge between two vertices in H U {ca,c4, s, ... Cp}, then
we can easily get a cycle of length |C| + 1 which is a contradiction. a

Claim 5: |[H| < k- 1. And if |H| =k ~ 1, then dg, (u;) + dg, (ug) = | Ry].
Proof: Since u,u2 € H, by Claims 3 and 4,
n—k+1= d(ul) -+ d(’UQ) =p +.de(u1) -+ de (‘U,z) S p -+ lRQf =n-—-— iHI

We deduce that [H| < k—1 and and if |H| = k— 1, then dg, (u;) +dg, (uz) =
1R ' - m
Note that |Ry| = |R,|—|H| > k+1—|H| > 2. If there is a pair of nonadjacent
vertices us and uy In Ry such that

dry(Us) + dpy(ua) S |Re| = (k—1—-[H))=n—-p~k+1,

then
deum(us) + deug(ug) 2 02(G)~(n—p—k+1) > p.

By Claim 3, it gives that doum(us) = deum(us) = E. By Claim 3 again
and the maximality of C, we deduce that N(us) N C = N({ug N C =
{c1,¢3,¢5, ..., ¢p—1}, contrary to the definition of H. It follows that oo(R,) >
|Ra| — (k= 1—|H|)+ 1.



Suppose |H| < k — 2. By the induction hypothesis, either R, can be
partitioned into k¥ — 1 —|H| subgraphs isomorphic to a cycle or a degenerated
cycle, or Ry = Cs and k--1— |H| = 2. In the first case, together with C and
the individual vertices in H, we have a required partition of G. Therefore
R2 = 05 and k— 1~ |HI = 2. Put Cg = C1U31C5C6...CpCy. Then Rg, 02, CaC3,
cs and the vertices in H — {u,} give a partition of 4 4 |H| — 1 = k required
subgraphs of G. So we have |H| =k — 1.

Since 09(Ry) > |Ra| + 1 and |Ry| > 2, R is hamiltonian or R, = Ko.
Let C3 = z329...24%1 be a hamiltonian cycle of B; or C5 = z12.. When
uy has two consecutive neighbors in Cs, by adding u; between these two
neighbors, we get a cycle C} and we have a partition with C, C} and
the & — 2 vertices in H — {u;}. So u; (similarly for uy) has no consec-
utive neighbors in C3. By Claims 3 and 5, there are consecutive vertices
ZiyTiv1 such that, without loss of generality, z;u;,z;1uy € E(G). Put
Cy = C1UT541L542--- L1 F2... L1 C5C6...CpC1.  Lhen Cy, the edge eczcy and the
|H|—1 independent vertices of (HU{ca}) — {u1, u2} give a required partition
of G.

The proof of the theorem is complete. Lo
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